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Abstract We derive and implement a battery control

algorithm that can accommodate an arbitrary number

of model parameters, with each model parameter hav-

ing its own time-weighting factor, and we propose a

method to determine optimal values for the time-

weighting factors. Time-weighting factors are employed

to give greater impact to recent data for the determi-

nation of a system’s state. We employ the (controls)

methodology of weighted recursive least squares, and

the time weighting corresponds to the exponential-

forgetting formalism. The output from the adaptive

algorithm is the battery state of charge (remaining en-

ergy), state of health (relative to the battery’s nominal

performance), and predicted power capability. Results

are presented for a high-power lithium ion battery.

Keywords Battery � Control � Equivalent circuit �
Mathematical model � Power prediction � State of

charge prediction � Weighted recursive least squares

List of symbols

Ah Coulombic capacity, C-h/s

A 1/CD, 1/F

b Regressed intercept

B 1/ (Rct CD), 1/s

CD Capacitance, F

I Current, A

L Number of parameters m to be regressed

adaptively

m Parameter to be regressed

N Number of time steps (data points) in the

regression

P Power, W

r Capacitance ratio,CD,discharge/CD,charge

R High-frequency resistance, ohm

Rct Effective interfacial resistance, ohm

SOC Percent state of charge (energy content in the

battery relative to the energy content upon full

charge)

SOH State of health, Eq. 15

s Sum

t Time, s

V System voltage, V

VH Hysteresis voltage, V

Voc Open-circuit voltage, V

x Time-dependent values multiplying onto

parameters m

y Dependent variable

wSOC Weighting factor (Eq. 17)

b Hysteresis parameter, C–1

e Error or loss term

eopt Unweighted total error as defined by Eq. 13

k Forgetting factor (Eq. 2)

c Parameter for selective weighting of data

beyond that of the forgetting factor

gI Current efficiency

r Variance

1 Introduction

For efficient energy management of a system employing

batteries or supercapacitors, an adaptive algorithm that
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can characterize the state of the energy-storage device is

required. Inputs to the algorithm include the system

current, voltage, and temperature, and outputs charac-

terize the energy content (state of charge, or SOC),

predicted power capability (state of power, or SOP), and

performance relative to the new and end-of-life condi-

tion (state of health, or SOH). For automotive applica-

tions, the conversion of input information to outputs

must be fast and not require substantial amounts of

computer storage, consistent with embedded-controller

and serial-data-transfer capabilities. Generally these

two limitations mandate that algorithms be fully recur-

sive, wherein all information utilized by the algorithm

stems from previous time-step values and measurements

that are immediately available.

To construct a state estimator for the SOC, SOH,

and SOP, model reference adaptive systems [1–5] can

be employed. For this approach, a model of the plant

(e.g., the battery) is constructed, and the parameters

appearing in the model are regressed from the avail-

able measurements. For example, using the equivalent

circuit depicted in Fig. 1, one can construct a mathe-

matical expression for a battery, and the values of the

circuit elements can be regressed from the available

current, voltage, and temperature data during vehicle

operation. The method of weighted recursive least

squares (WRLS) with exponential forgetting has pro-

ven to be a pragmatic approach for parameter regres-

sion [6–14] when model reference adaptive systems are

employed. The time weighting of data is damped

exponentially with this approach; hence, new data has

a preferential impact in determining the value of

regressed parameters and thus the state of the system.

Two issues arise in the standard implementation of

WRLS. First, one would like to assign a time-weighting

factor for each of the parameters extracted instead of

single forgetting factor as is commonly employed

[3–14]; this is an active area of research within the

controls community [15–21]. It will be shown in this

work that a substantially more accurate state estimator

for SOC, SOH, and SOP is obtained when individual

forgetting factors are incorporated. Second, it is

desirable to select the value of the forgetting factors

using an optimization function. In this paper we (1)

propose a method based on WRLS such that forgetting

factors can be assigned to each individual parameter to

be regressed and (2) provide a means to determine the

optimal values of the forgetting factors. The approach

is applied to a high-power-density lithium ion battery.

2 Parameter regression method

We begin with the instantaneous error e (often referred

to as the loss term),

eðtÞ ¼ y� ðm1x1 þm2x2 þ . . .þmLxL þ bÞ½ �; ð1Þ

where y represents the experimentally obtained

dependent variable at time t (i.e., y = Vmeasured, the

measured voltage for the energy storage system) and

the values x1, x2, ..., xL represent the measured

quantities on which the L parameters m1, m2, ..., mL

multiply, respectively, to complete the linear model

once the parameter b [resulting from the regressed

open-circuit potential in the case of energy storage

devices (2, 4, 5)] is included. We shall not address

nonlinear models in this communication. Because we

shall formulate an iterative scheme that does not

require matrix inversion, it is expedient to fold b into

the parameter vector m = [m1,m2,...,mL]T, recognizing

that the corresponding value of x associated with b is

unity, as will be made clear below (Eq. 12). The

weighted square of the error term summed over N data

points can be expressed as

el ¼
X

j¼1;N

cjk
N�j yj � ðm1x1;j þm2x2;j þ . . .þmL;jxL;jÞ
� �2

:

ð2Þ

For a system wherein only one of the L parameters

changes with time, designated as ml, and all others

correspond to fixed values, the weighted square of the

error associated with the single parameter l is

el ¼
X

j¼1;N

cl;jk
N�j
l yj �mlxl;j �

Xk¼L

k ¼ 1; 6¼ l

mkxk;j

2
64

3
75

2

:

ð3Þ

Two clarifications must be provided for Eqs. 2 and 3.

First, there are instances when some data should be

given more or less weighting on a basis other than time.

For example, the equivalent circuit model we employ

Voc

RctVo

VH

V

R

CD

I (charge is +)

Imeas

Vmeas

Fig. 1 Equivalent circuit used as the model of the battery
system. Positive currents denote the battery charging process
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to correlate battery behavior does not address gassing

reactions on charge [22], and we may choose to give a

larger weighting to discharge data relative to charge

data. For this reason, the composite weight factor

corresponds to c k, with the factor c provided so as to

weight selectively various data, while k corresponds to

the standard exponential forgetting factor for time-

weighting data [5–14]; larger (composite) weight fac-

tors give rise to larger impacts on the error e and thus

more influence with regard to evaluating the parame-

ters ml. Second, recall that all of the L parameters may

vary with time. Our approach is to let only one

parameter (denoted by subscript l) change relative to

its previously calculated value, and the remaining L–1

parameters are fixed at their values obtained from the

previous time step (i.e., at their regressed values cor-

responding to time t–Dt and the integer time index

j = N – 1). Thus Eq. 3 specifies that the exponential

forgetting factor k (and the factor c) is to be associated

with a parameter l; up to this point our formulation is

similar to that of Vahidi et al. (cf. Eq. 13 of Reference

[20]).

Consistent with Eqs. 2 and 3, we shall term the total

error as the square of the sum of the L individual

errors,

e ¼
X

l¼1;L

el ¼
X

l¼1;L

X

j¼1;N

cl;jk
N�j
l yjðtÞ �mlðtÞxl;jðtÞ �

X

k ¼ 1;L; k 6¼ l

mkðt � DtÞxk;jðtÞ

2

64

3

75

2

: ð4Þ

By minimizing the total error e with respect to ml at

time step N [employing Eq. 4 to determine ¶e/¶ml (t) = 0],

we obtain an equation for the l’th parameter ml:

ml;N ¼
1

P
j¼1;N

cl;jk
N�j
l x2

l;j

X

j¼1;N

cl;jk
N�j
l yjxl;j �

X

k ¼ 1;L; k 6¼ l

mk;N�1

X

j¼1;N

cl;jk
N�j
l xk;jxl;j

0
B@

1
CA: ð5Þ

One can view this approach as the sequential mini-

mization of the total error term with respect to indi-

vidual parameters. This relation can be used to

regress individually each of the L parameters at time

step N, and we now have an expression reflecting a

weight factor kl for each of the L parameters ml.

Equation 5 is implemented L times at each time step,

with the l ranging from 1 to L. Thus there are no

matrix equations to solve in this approach, and the

method can be viewed as iterative. We do not address

parameter convergence [16], which remains an open

question.

For illustrative purposes, it is helpful to view a two

parameter model,

y ¼ m1x1 þm2x2: ð6Þ

For a battery system, this could correspond to an ‘‘oh-

mic battery,’’ wherein the hysteresis and parallel resis-

tor-capacitor contributions to the equivalent circuit in

Figure 1 are removed:

V ¼ Voc þ IR

y ¼ Vmeasured

m1 ¼ Voc

m2 ¼ R

x1 ¼ 1

x2 ¼ I

; ð7Þ

and V = Voc + IR = m1x1 + m2x2. The total error is

written as

e¼
XN

j¼1

c1;jk
N�j
1 yjðtÞ �m1ðtÞx1;jðtÞ �m2ðt�DtÞx2;jðtÞ
� �2

þ c2;jk
N�j
2 yjðtÞ �m2ðtÞx2;jðtÞ �m1ðt�DtÞx1;jðtÞ
� �2

:

ð8Þ

The parameters (R and Voc) can be regressed using the

following

m1;N ¼ 1P
j¼1;N

c1;jk
N�j

1
x2

1;j

�
P

j¼1;N

c1;jk
N�j
1 yjx1;j �m2;N�1c1;jk

N�j
1 x2;jx1;j

h i

m2;N ¼ 1P
j¼1;N

c2;jk
N�j

2
x2

2;j

�
P

j¼1;N

c2;jk
N�j
2 yjx2;j �m1;N�1c2;jk

N�j
2 x1;jx2;j

�
0

�

ð9Þ

with k1 and k2 being the forgetting factors for m1 and

m2, respectively.
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For the general case of L parameters, we can make

Eq. 5 fully recursive with the following definitions:

sx;l jN ¼
P

j¼1;N

cl;jk
N�j
l x2

l;j ¼ cl;Nx2
l;N þ klðsx;l jN�1Þ

syx;l jN ¼
P

j¼1;N

cl;jk
N�j
l yjxl;j ¼ cl;NyNxl;N þ klðsyx;l jN�1Þ

sxx;l jN ¼
P

j¼1;N

cl;jk
N�j
l xk;jxl;j ¼ cl;Nxk;Nxl;N þ klðsxx;l jN�1Þ

ð10Þ

These recursive expressions can be used to recast

Eq. 5 as

ml;N¼
1

sx;l jN
syx;l jN�

X

k¼1;L
k 6¼ l

mk;N�1ðsxx;l jNÞ

2
66664

3
77775
: ð11Þ

This expression is used for each of the L parameters ml

at each time step. As noted previously, no matrix

inversion is required.

For the equivalent circuit employed to represent the

battery system (Fig. 1), the following assignments can

be made for the voltage expression (cf. Eq. 26 of the

Appendix):

y ¼ Vmeasuredjt
x1 ¼ It

x2 ¼ ðVmeasured � Voc � IRÞt�Dt

x3 ¼ It�DtþIt

2

� �
rðItþIt�DtÞ=2

� �
Dt

x4 ¼ wHDt ðg1I � SDÞ½VH;max � signðIÞVH �
� �

t�Dt

x5 ¼ 1

m1 ¼ R

m2 ¼ expð�BDtÞ ¼ e�Dt=s ¼ E

m3 ¼ Ad

m4 ¼ b

m5 ¼ Vo þ ðVHÞt�Dt ð12Þ

3 Experimental

The lithium ion battery we investigate was developed

by SAFT and is representative of the new generation

of lithium ion batteries for hybrid vehicle use. Energy

content is relatively low for this cell in order to mini-

mize mass for high-power applications, and the specific

power is very high; the power performance is compa-

rable to that of activated carbon (nonaqueous solvent)

supercapacitors. We employ the data reported in

Reference [5] for this analysis; the independently

measured parameter values at room temperature are

provided in Table 1. The precise form of the power

versus time trace is not important for the purposes of

this work. Rather, it is helpful to generate a power

versus time trace reflecting the intended application so

as to examine the viability of the proposed algorithm.

Hence the synthetic cycle discussed in Reference [5] is

employed, and we outline some of the essential

boundary conditions and experimental conditions in

the remainder of this section.

Testing of the cell was conducted with a MACCOR

Series 4000 battery cycler. Voltage was measured at the

cell terminals with accuracy of ± 1 mV and resolution of

0.08 mV, and current was measured with accuracy of

±0.8 A and resolution of 0.01 A. At all times the cell

was constrained to a voltage maximum of 3.9 V and a

voltage minimum of 2.5 V. In cases where the voltage

limit was met, the current magnitude was reduced such

that the cell voltage was maintained at the limit for the

remainder of the pulse. A maximum charge current

limit of 120 A was also enforced. Cell temperature was

measured by a thermocouple placed on the exterior

surface of the cell can with ± 0.5 �C accuracy and 0.1 �C

resolution. The required ambient temperature was

maintained throughout each test by a Thermotron S4-C

thermal chamber. The cell was placed in the chamber

such that it was exposed to airflow on all sides.

4 Results

The open-circuit potential Vo for the lithium ion

battery is shown in Fig. 2. We have bounded the

Table 1 Cell parameters. The ratio r is fixed, and the uppermost
five rows correspond to nominal values (independently mea-
sured) for the adapted parameters in the weighted recursive least
squares (WRLS) algorithm [5]. The middle five rows (CD,dis to
R) correspond to electrochemical parameters of interest that are
extracted from the above parameters. For all plots shown in this
work, the charge current efficiencies were taken to be unity,
Skew_cal = 10 and c = 1

Value Quantity, units

1.637 R, mohm
0.905 E
8.000 · 10–5 Ad, 1/F
1.122 · 10–4 b, 1/C
3.9 Vo, V
0.75 r = CD,dis/CD,chg

12500 CD,dis, F
16667 CD,chg, F
5.00 s, s
0.4 Rct,dis, mohm
0.3 Rct,chg, mohm
20 VH,max, mV
4.2 Ah
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values of parameters to be regressed as follows. The

hysteresis parameter b was bounded between 0.5 and

2 times the nominal value listed in Table 1. The

high-frequency resistance R was allowed to vary

between 0.05 and 20 times the nominal value listed in

Table 1, and the parameter E was allowed to vary

between 0.5 and 0.95. Last, the parameter Ad was

allowed to vary between 0.8 and 3 times the nominal

value listed in Table 1. We do not have a specific

procedure to propose for determining appropriate

parameters bounds, and this remains an important

open question.

The state of charge and measured (V), equilibrium

(Vo) and hysteresis (VH) voltages are shown in Fig. 3

for a fixed forgetting factor. Discharge of the battery at

the completion of the indicated experiment yielded a

capacity that was within ± 2.5 percent of the final SOC

(about 50% at the end of the experiment depicted in

Fig. 3). For the case of fixed and variable forgetting

factors, the error for the entire data set (10,000 seconds

in the case of Fig. 3, with the time per data point being

0.5 s and N = 20,000) was minimized to find the

optimal values. We define the unweighted total error to

be minimized as:

eopt ¼
X

j¼1;N

Vmeasured
j � Vmodel

j

h i2

¼
X

j¼1;N

Vmeasured
j �

X

k¼1;L

mk;jxk;j

" #2 ð13Þ

Newton’s method [23] was employed to optimize the

forgetting factors:

kðnþ1Þ ¼ kðnÞ � eopt
ðnÞ

e0opt
ðnÞ ; ð14Þ

where e0optðkÞ is the Jacobian matrix of the unweighted

total error term that we minimize by determining the

optimal values of the forgetting factor vector k for the

entire data set; the superscript (n) refers to the step in

the Newton iteration. For this work, we found con-

vergence (kl
(n+1)/kl

(n) < 10–6) was obtained in about six

iterations. For a fixed forgetting factor (Fig. 3, upper

plot), the optimal value of k is 0.9847. (For the case of a

constant forgetting factor, k ¼ k , a single-valued scalar

quantity.) The optimal values for the individual for-

getting factors employed in the lower plot were close to

values shown in the inset table of Fig. 6, which is dis-

cussed below. It is notable that the equilibrium

potential Vo in the lower curves shows more oscillation

with time and follows the variation in the current

source. In experimenting with the variable forgetting

factors, we learned that while a larger forgetting factor

is appropriate for some parameters, the forgetting

factor for Vo must be smaller in order to capture SOC

variations with current.

Hybrid electric vehicles with relatively small bat-

teries relative to the energy content of the on-board

fuel (e.g., gasoline) tank are run in a charge-sustaining

mode, versus a vehicle that can charge off the electrical

grid, often termed a ‘‘plug-in’’ hybrid. Charge-sus-

taining hybrids are more common, as the costs of the

battery as well as that of the electric motors and power

electronics are reduced relative to plug-in hybrids. To

maintain charge-sustaining operation, the battery is

cycled about a set point SOC, generally near 50%

SOC; we shall restrict much of our analysis to this

condition. Analogous to the lower plot in Fig. 3, the

state of charge and measured (V), equilibrium (Vo) and

hysteresis (VH) voltages are depicted in Fig. 4; the

algorithm was started at 4,500 s (cf. Fig. 3), facilitating

the analysis of algorithm operation about 50% SOC.

The forgetting factors were optimized (Eq. 4) as will be

discussed further in the context of Fig. 5. Only the

results for the case of variable forgetting factors are

shown in Fig. 4, as the results for the analogous

(optimized) fixed forgetting factor was similar in

appearance as plotted.

To appreciate the influence of the forgetting factor

on the unweighted total error eopt (Eq. 13), we turn to

Fig. 5. The ordinate values correspond to the

unweighted total error eopt normalized by that which is

obtained for the optimal fixed forgetting factor (0.9847

for the upper plot and 0.9827 for the lower plot). The

upper plot corresponds to the analyses of Fig. 3, and

3.3
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Fig. 2 Open circuit potential Vo. Potentials above 4 V and
below 3.3 V are treated as 100% SOC and 0% SOC, respectively
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the lower plot to those of Fig. 4. The unweighted total

error is increased by 18% (top) and 53% (bottom) in

going from variable forgetting factors to a fixed for-

getting factor. Hence, employing a variable forgetting

factor for a charge-sustaining hybrid utilizing a lithium

ion battery can be expected to increase the accuracy of

the algorithm by about 50%. In support of the optimal

fixed forgetting factors of 0.9847 and 0.9827 depicted in

Fig. 5, a single (fixed) value of 0.99 was used in Ref-

erences [4] and [5] for lead acid, NiMH, and lithium

ion cells after the authors had gained some familiarity

and experience with the algorithm. The optimization

process employed in this work provides a quantitative

basis for why a value near 0.99 worked well for the case

of fixed forgetting factors. That is, while 0.99 was

chosen without any quantitative insight in References

[4] and [5], we find here the total error is minimized

with a constant forgetting factor quite close to 0.99

(0.9847 and 0.9827 depicted in Fig. 5).

The optimized values for the variable forgetting

factors and the associated parameter values ml are

shown in Fig. 6 for the analysis shown in Fig. 4. Four of

the extracted parameters are displayed in the lower

plot, and the fifth (Vo) is shown in Fig. 4. The lower

plot in Fig. 6 shows that the parameters effectively

converge within about 50 s (see the R and E curves, in

particular). The high-frequency resistance R is seen to

be quite stable, and a large forgetting factor, reflecting
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time averaging over a longer duration, results from the

optimization. Conversely, more rapid changes in the

open-circuit potential are required for the high-power

cycling regime, consistent with the discussion of Fig. 3,

resulting in a smaller forgetting factor for Vo. Lithium

ion and NiMH batteries are both insertion systems

wherein the average concentration of the ions in the

entire electrolyte phase should not change on charge

and discharge. For lithium ion batteries on discharge,

lithium ions are ejected from the carbon anode and

inserted into the metal oxide cathode, and there is no

net change in the number of ions within the electrolyte

phase. The same conclusion holds for charge, wherein

lithium ions are discharged from the metal oxide

cathode and inserted into the carbon anode. While

local concentration gradients will influence the cell

potential [24, 25, 29], to a first approximation we might

expect the high-frequency resistance R to be rather

constant over a drive profile, consistent with the sec-

ondary current distribution for the cell [26–28] and a

constant number of charge carriers in the electrolyte

phase. The same arguments hold for protons (versus

lithium ions) in NiMH batteries. The fact that the

algorithm yields a stable value for R is also important

in the context of SOH, as it is likely that the definition

SOH � RnominalðT; SOCÞ=RðT; SOCÞ ð15Þ

will provide a means to rationalize the term state of

health. In this relation, the nominal resistance for a

(new and healthy) battery is Rnominal, which can be a

tabulated quantity within an embedded controller so as

to be a function of temperature and SOC. As will be

seen below, the high-frequency resistance R plays a

central role in determining the power capability; hence

the defined SOH is a meaningful quantity, as the power

capability of the battery is critically important to HEV

operation. When electrodes degrade with time, R

increases. For both lithium ion and NiMH batteries,

the increase in R is often due to loss of particle-particle

contact within the electrodes, the growth of ohmic

layers over the particle surfaces, or the loss of solvent

over time. By the definition provided in Eq. 15, we

would expect new batteries to have an SOH value near

unity, and the SOH would decline as the battery ages.
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(A short-circuit within a cell would lead to an abnor-

mally high value of SOH, significantly greater than

unity, and would imply failure of the system).

The remainder of our discussion is concerned with

power projections provided by the algorithm. Eqns. 28

through 30 provide the necessary relations. Plots of the

power projections provided by the algorithm along

with the actual measured power are provided in Fig. 7

and 8. The skewness of the current source, depicted in

the lower plot of Fig. 7, is based on the relation [30]

Skewness ¼ 1

Nr3

Xj¼N

j¼1

ðxj � �xÞ3
					

					; ð16Þ

where x̄ is the average of the x-values and r2 is the

variance. In this formula, x refers to the current exci-

tation source. Large skewness in data can occur when

the excitation source is substantially constant for a

prolonged duration and then abruptly transitions to a

new value of very different magnitude. The last portion

of the Appendix shows how this formula is made fully

recursive without approximation. The power, current-

excitation skewness (Eq. 32), and percent error in

voltage corresponding to the data of Fig. 4 are depicted

in Fig. 7. We see that the local maxima in skewness (at

5,157 s) correspond to larger errors in the voltage

modeling (the maximum error magnitudes are slightly

greater than 0.3%). The maximum charge and dis-

charge power tests and projections are boxed in the

upper plot. The power projections depicted correspond

to the high-frequency (Eqs. 28 and 29) and 2-second

power capability (Eq. 30), with the latter compre-

hending the capacitive behavior of the system.

An expanded view of power projections is displayed

in Fig. 8. In addition to the traces shown in Fig. 7, the

low-frequency discharge-power capability (Eqs. 28 and

29 with the resistance corresponding to R + Rct) is

included, and the 0.5-s power projection (large circles,

Dt = 0.5 s for the implementation of Eq. 30) is shown

to accurately predict the measured power; that is, using

past information and the voltage set point taken to be

that which is 0.5 s into the future, the algorithm is able
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to predict the measured power with high accuracy. Due

to charging and discharging of the capacitor circuit

element (cf. Fig. 1), the 0.5-s power-projection mag-

nitudes can exceed those of the high-frequency pro-

jection. We see that conservative battery operation is

accomplished by employing the 2-s maximum power

projection as the system’s maximum power capability

for the next 0.5 s; i.e., the risk of the voltage exceeding

or dropping below the maximum or minimum voltage,

respectively, is very low when the 2-s maximum power

projection is employed to represent battery’s maxi-

mum power capability for the next 0.5 s. The maximum

error in the 0.5-s power projection is shown in the

upper plot at 5,157 s, and is addressed in the skewness

analysis of Fig. 7 (lower plot).

5 Conclusions

1. The recently developed battery algorithm [5] can

be extended to include forgetting factors unique to

each regressed parameter, and Newton’s method

can be employed to determine the optimal values

of the forgetting factors.

2. A smaller forgetting factor, which provides a

greater weight to more recent data, is found to be

appropriate for the regressed open-circuit voltage

Vo, while a larger value is desirable for the high-

frequency resistance R; these findings are consis-

tent with rapid changes in the SOC (state of

charge) and thus Vo(SOC) for high-power cycling,

yet relatively stable values of R for batteries

employing insertion electrodes. Thus, as is com-

monly found in the application of model reference

adaptive algorithms, the regressed parameter val-

ues reflect the underlying physics and chemistry of

the system.

3. Employing a variable forgetting factor for a

charge-sustaining hybrid utilizing a lithium ion

battery increases the accuracy of the algorithm

performance by about 50% in terms of assessing

the power-projection capability, and the accuracy

is also enhanced significantly with respect to

determining the remaining energy in the battery

(SOC) and the state of health.

4. The optimization process employed in this work

provides general insight and a quantitative basis as

to why a fixed forgetting factor of 0.99 has worked

well in previous implementations of the multi-

parameter algorithm [5].

5. The mathematical result we derive does not

involve matrix inversion, and the method can be

viewed as an iterative scheme; each parameter is

regressed individually at every time step, and the

parameter vector is then updated at the completion

of a time step. Excellent results are obtained for

the lithium ion battery investigated, which pro-

vides empirical support for the robustness of the

algorithm.
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Appendix

We provide a brief recapitulation of the model

described in Reference [5] that is appropriate for the

purposes of this work. The state of charge is taken as a

weighted average (weight factor wSOC) of values

extracted by coulomb integration and voltage-based

modeling:

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

5100 5120 5140 5160 5180 5200 5220 5240 5260 5280 5300

Projected high-frequency 
max charge power

Projected 2-s max 
charge power

Projected 2-s max 
discharge power

Projected high-frequency 
max discharge power

Smaller circles:
measured power

Larger circles: 
projected 0.5-s power

-0.4

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

5235 5237 5239 5241 5243 5245

Projected 2-s max 
discharge power

Smaller circles: measured power
Larger circles: projected 0.5-s power

Projected high-frequency 
max discharge power

Projected low-frequency 
max discharge power

Time / s 

Po
w

er
 / 

kW
Po

w
er

 / 
kW
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measured power being 0.5 s
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SOC ¼ wSOCðSOCCÞ þ ð1� wSOCÞðSOCVÞ: ð17Þ

For the coulomb-based state of charge, SOCC,

SOCCðtÞ ¼ SOCðt�DtÞ þ
Zt

t�Dt

100
gII

Ahnominal
� SD

� �
dt

3600
:

ð18Þ

The voltage-based state of charge, SOCV, can be

determined by inverting a voltage expression for the

cell derived from the equivalent circuit depicted in

Fig. 1 so as to extract the open-circuit potential,

V ¼ Voc þ IR�A

Zf¼0

f¼t

IðfÞ exp½�Bðt � fÞdf: ð19Þ

These two equations can be recast in recursive forms as

SOCCðtÞ ¼ SOCðt � DtÞ

þ 100

Ahnominal

ðgIIÞt�Dt þ ðgIIÞt
2


 �
� SD

� �
Dt

3600

ð20Þ

and

Vt ¼ ðVoc þ IRÞt þ
It�Dt þ It

2

� 
AdrDt

þ expð�BDtÞðV � Voc � IRÞt�Dt:

ð21Þ

Time is represented by t and I denotes current;

discharge currents are taken as negative. The

nominal capacity Ahnominal corresponds to the

ampere-hours of capacity the battery delivers

when discharged from 100% SOC to 0% SOC at low

rates of discharge. The self-discharge rate SD and the

current efficiency gI are expected to vary with both

temperature and SOC. The factor 3,600 has units of s/h,

and the factor 100 is employed to keep a consistent

percent basis. The parameters A and B correspond to

A = 1/CD and B = 1/(RctCD) = 1/s, where s can be

viewed as a time constant. Ad is the inverse of the

capacitance on discharge, and r is the ratio of A for

charge to that of discharge; i.e.,

rðT; SOCÞ ¼ Ac=Ad ¼ CD;discharge=CD;charge: ð22Þ

The open-circuit potential Voc is a function of

temperature, SOCV, and a hysteresis function:

Voc ¼ VoðT; SOCVÞ þ VH : ð23Þ

A look-up table can be used to determine the SOCV once

the value of Vo is obtained. For the hysteresis

contribution, we construct the following first-order

differential equation to calculate a hysteresis voltage VH:

@VH

@t
¼ bðgII � SDÞ VH;max � signðIÞVH

� �
; ð24Þ

or

ðVHÞt �ðVHÞt�Dt

þ bDtfðgII � SDÞ½VH;max � signðIÞVH �gt�Dt:

ð25Þ

For prolonged charge currents, or short but very

large charge currents, the hysteresis voltage tends to

about VH,max. The exact opposite holds for discharge

currents, in which case the hysteresis voltage tends to

–VH,max. Note also that if the current remains at zero

for a long time, the hysteresis voltage tends to the

charge-decreasing condition through self-discharge.

The parameters in this equation (including VH,max)

can be temperature and SOC dependent. While

hysteresis plays a critical role in NiMH batteries, it

is far less important in lead acid and lithium ion

systems.

By combining the hysteresis and cell voltage

expressions, we obtain

Vt ¼ Vo þ ðVHÞt�Dt

þ bDt ðgII � SDÞ½VH;max � signðIÞVH �
� �

t�Dt

þ ItRþ
It�Dt þ It

2

� 
AdrDt þ EðV � Voc � IRÞt�Dt;

ð26Þ

where E = exp(–Dt/s). Equation 26 is the basis for the

assignments provided in Eq. 12.

We now construct the power-projection capability.

First, note that the max discharge power can be

expressed as:

Pmax;discharge ¼ IV ¼ IVmin: ð27Þ

That is, when the battery voltage obtains its lowest

acceptable value, the max discharge power results. We

shall refer to the ohmic battery power capability as

Pmax;discharge ¼ IVmin ¼
ðVmin � VocÞ

R
Vmin; ð28Þ

consistent with V = Voc + IR for an ohmic battery.

Similarly, the max charge power of the ohmic battery is

given by
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Pmax;charge ¼ IVmax ¼
ðVmax � VocÞ

R
Vmax; ð29Þ

For the maximum ohmic resistance, obtained at long

times (low frequency), R is replaced by R + Rct, where

Rct is different for charge and discharge (cf. Fig. 1).

The ohmic battery does not address transient effects

such as those correlated by the superposition integral.

To improve the estimate, we employ Eq. 26 and cal-

culate the maximum charge and discharge powers

available for the time interval Dt:

Ijt ¼ �
ðVoc � VÞt þ ðAIt�DtDt=2Þ þ expð�BDtÞ½V � ðVoc þ IRÞ�t�Dt

Rþ ðAdrDt=2Þ

Pmax;dischargeðDtÞ ¼ IVmin ¼ �ðVoc � VminÞt þ ðAdIt�DtDt=2Þ þ expð�BDtÞ½V � ðVoc þ IRÞ�t�Dt

Rþ ðAdrIt�DtDt=2Þ

� �
Vmin ð30Þ

Pmax;chargeðDtÞ ¼ IVmax ¼ �ðVoc � VmaxÞt þ ðAcIt�DtDt=2Þ þ expð�BDtÞ½V � ðVoc þ IRÞ�t�Dt

Rþ ðAdrIt�DtDt=2Þ

� �
Vmax

where it is recognized that r = 1 on discharge. To

implement these equations, the respective powers are

calculated immediately after the algorithm has been

employed to finish the SOC determination at time t. In

this case, quantities calculated or measured at time t

are then stored in the variables listed in the respective

power expressions at time t–Dt. Then one must state

the duration corresponding to the desired estimate for

power. For example, if we want to know the power

estimates 3 s from ‘‘now’’, then the measured and

extracted values are placed in the t–Dt quantities, Dt is

set to 3 s, and the right sides of the above equations

yield the desired power estimates.

The final topic of this Appendix is the skewness test

of the current source. Following the procedure

described in References [4] and [5], we restrict the

skewness test to the actual current values I(t) and do

not incorporate the charge-discharge weighting. The

subscript s is added to indicate quantities associated

with the skewness calculation:

sw;s Nj ¼
PN

j¼1

kN�j ¼ 1þ k
PN�1

j¼1

kN�1�j ¼ 1þ k sw;s N�1j
� �

sI;s Nj ¼ 1
PN
j¼1

kN�j

PN

j¼1

kN�jIj ¼
INþk sI;s N�1jð Þ sw;s N�1jð Þ

sw;s Njð Þ

sII;s Nj ¼ 1
PN
j¼1

kN�j

PN

j¼1

kN�jI2
j ¼

I2
N
þk sII;s N�1jð Þ sw;s N�1jð Þ

sw;s Njð Þ

ð31Þ

and

skewnessjN ¼
ðIN � sI;sjNÞ

3

sII;sjN � ðsI;sjNÞ
2

h i3=2

							

							

1

N

þðskewnessjN�1Þ 1� 1

N

� 
: ð32Þ

For all of the skewness calculations employed in this

work, k = 0.99 for Eqs. 31. To start the recursive

calculations for skewness, the following conditions are

used.

sw;sj1 ¼ 1
sI;sj1 ¼ I1

sII;sj1 ¼ I2
1

ð33Þ

For the first time step, skewness|t=0 is set to

skew_cal(we employ a value of skew_cal = 10). Last,

we define

skew test ¼ 0 if skewness � skew cal;
1 if skewness\skew cal:



ð34Þ

The adaptive parameter regression analysis is not

employed if the skew test is not passed, in which case:

if skew test ¼ 0; thenðmtÞt ¼ ðmtÞt�Dt: ð35Þ

In summary, the parameter vector m is not updated

skew_test = 0; however, the approach allows one to

calculate the open-circuit voltage, and SOCV can

always be calculated through the use of previously

extracted parameters.
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